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Industry Days Schedule: April 22, 2009

9:00 a.m. Event Logistics – Joe Sparmo
9:05 a.m. WEST – Brian Dunbar
10:15 a.m. EAST – Amy Stapleton
10:45 p.m. Break
11:00 p.m. ACES – Don Sosoka
noon Closing – Bobby German, NASA CIO (acting)
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Agenda

• Contract
• Site overview

– Features
– Tools
– Community Adoption
– Statistics

Reminder
This information is preliminary and subject to change 

when the Final RFP is released.
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WEST Goals

• Provide web services that will meet the needs of 
NASA’s diverse web community

• Improve current system, provide technology refresh 
and apply industry best practices

• Improve agility in adoption of tools and 
implementation of services

• Provide diversity of options for users while managing 
cost and scope

• Integrate all services and tools to the greatest extent 
possible

• Meet Administration’s transparency goals
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WEST Contract Overview

• Two-year base, three one-year options *
• Core component of services *
• IDIQ for task orders beyond core component *
• Small-business set aside

– Incumbent is a small business

• CO will be at NASA HQ Procurement Office at 
Goddard Space Flight Center

• COTR will be web program executive in NASA 
Office of the Chief Information Officer

* Industry input being solicited on these topics especially
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Procurement Schedule

• RFI released Sept. 17, 2008
• Responses received Sept. 29
• Draft RFP released April 15, 2009
• Vendor comments on draft RFP due May 15
• Final RFP June 15
• Proposals due July 30
• Contract award December 1
• Phase-in start Feb. 1, 2010
• Contract start June 1, 2010



Contract Metrics

• Focus is on results, not specifics of technical 
implementation

• Performance metrics
– 99.995 percent uptime for www.nasa.gov, including scheduled 

downtime
– Applies to each individual component (CMS, search, metrics 

software, etc.)
– 7.5-second maximum page-load time

• Both metrics will be measured by third-party 
services

• Failure to meet metrics will result in service credit 
being applied to subsequent invoices
– Effectively NASA will reduce payments for non-performance
– Amounts to be negotiated
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Preliminary Evaluation Criteria *

• Mission Suitability is the most important factor over 
Past Performance and Price

• Price and Past Performance are approximately 
equal.

• Using NFS 1815.3 adjectival ratings and numerical 
scoring source selection procedures

• Industry input on this approach is welcome

8

* Industry input being solicited on these topics especially



Preliminary Evaluation Criteria * (cont)

• Subfactor A: Technical Approach – Core 450 points        
• Subfactor B: Management Approach – 200 points            
• Subfactor C: Safety & Health -- 50 points
• Subfactor D: Representative Task Orders – 300 

points
• Total: 1,000 points
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* Industry input being solicited on these topics especially



RTOs

• Representative Task Orders will be used to evaluate 
price reasonableness

• The proposed core price will be assessed to 
determine reasonableness.  Price analysis will be 
performed in accordance with FAR 15.305(a)(1) and 
NFS 1815.305(a)(1)(b).
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Past Performance

• Questionnaires will be provided in the RFP to solicit 
assessments of an offeror’s relevant past performance 
from its previous customers

• Offerors without relevant past performance or for whom 
information is not available will not be evaluated favorably 
or unfavorably on past performance

• For core effort, solicitation will state that this factor applies 
to any major subcontractors (>$250,000)

• NASA’s Past Performance Database and  Past 
Performance Information Retrieval Systems (PPIRS) will 
be used.

• Level of Confidence ratings form NFS 1815.305 will be 
used

11
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WEST Concept of Operations:
Core & IDIQ

• Core: core level of services provided to any NASA user 
by the Office of the CIO, e.g.,

– Storage
– Bandwidth
– Access to existing applications

• Above core: IDIQ component to allow users to purchase 
additional capabilities and services, e.g.,

– Additional storage and bandwidth
– Application or database development
– Alternative housing within infrastructure (e.g., LAMP stack)

• General parameters
– One size does not fit all, but . . .
– Cost and management requirements may mean several sizes must fit most
– IDIQ services must integrate with core services where appropriate
– NASA security requirements and other policies will apply to all services



NASA Public Web Infrastructure 
“To Be” State

Security and NASA Authentication ‐ API

Network Infrastructure

Training and Support – Online Resources

Metrics ‐ API

Metadata and Search ‐ API

Web 2.0/Collaboration ‐ API

Content Delivery

High Volume 
Content 

Management

API

Content 
Management 2

API

Content 
Management n

API

Hosted bundle 1

Hosted bundle 2

Hosted bundle 3

Portal
Customization
Applications

API

Content Integration

Video Transcoding ‐ API

External site visitors

Offsite contributorsOnsite contributors

Hosted bundle 4

Hosted bundle 5

Hosted bundle 6
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Core vs. IDIQ

CORE (included in 
contract price)

IDIQ (NASA user may 
purchase)

Storage www.nasa.gov Storage sufficient to 
meet 
performance/availability 
metrics (11.1.1)

Other users Assigned storage (GB) 
(11.1.2)

Additional storage 
(GB) (11.1.4)

Bandwidth www.nasa.gov Bandwidth sufficient to 
meet 
performance/availability 
metrics (19.2)

Additional bandwidth 
(mbps) (19.2.3)

Other users Assigned bandwidth 
(mbps)

Additional bandwidth 
(mbps) (19.2.3)

(Numbers in parentheses refer to PWS clauses.)
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Core vs. IDIQ (cont)

CORE (included in 
contract price)

IDIQ (NASA user may 
purchase)

Availability www.nasa.gov 99.995 % uptime; 
negotiated amount of 
special-event support 
(days) (19.1.1)

Additional special 
events support 
(19.1.6.1)

Other users 99.95 % uptime for all other 
sites (19.1.2)

Increase to 99.995 % 
uptime  (19.1.6.3); 
special-events support 
(19.1.6.1)

Hosting and 
apps stack

www.nasa.gov Infrastructure sufficient to 
meet performance, 
availability metrics (11.1.1)

Other users Outlined in PWS 11.3-
11.6
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Core vs. IDIQ (cont)

CORE (included in 
contract price)

IDIQ (NASA user may 
purchase)

Graphic and 
Site Design

www.nasa.gov 200 hours per contract 
year design services 
(12.1)

Major redesign (20.2)

Other users Design services (12.5)

Training All sites and 
users

“Start-up” training for 
phase-in and for new 
users; regular sessions 
at each center (14.1)

Additional sessions 
(14.5)

Applications All sites and 
users

All users have access 
to existing apps 
(15.1.3)

All NASA users may 
request apps 
developments (15.3)
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Core vs. IDIQ (cont)

CORE (included in 
contract price)

IDIQ (NASA user 
may purchase)

Help desk 
support

All sites and 
users

8 a.m. to 8 p.m. Eastern 
(22.3.1)

Support outside 
those hours as 
“Special Event” 
(22.3.3.2)

User 
Metrics

All sites and 
users

All users have access to 
metrics data and already-
developed metrics reports 
(23.1)

Additional metrics 
reports and analysis 
(23.2.5.1)

Search All sites and 
users

All users’ sites indexed, 
available to be presented as 
subcollection (21)
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CORE (included in 
contract price)

IDIQ (NASA user 
may purchase)

“Special 
Event” 
support

www.nasa.gov For specified, pre-
negotiated periods (days 
per year) (19.1.1)

For specified, 
negotiated periods 
(days per year)
(19.1.6.1)

Other sites For specified, 
negotiated periods 
(days per year)
(19.1.6.1)

Collaborati
on

All sites and 
users

Access to collaboration 
apps (10;15.1.3)
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Basic Principles: Transition

• No loss of functionality or capability, even 
temporarily

• NASA will work with vendor during phase-in to 
ensure requirements are clear and provide guidance

• Vendor will accomplish phase-in without GFE or 
substantial direct labor by NASA staff or contractors 

• New infrastructure must be ready for live cutover 
one week before contract start

• Transition will be invisible to external users and 
largely invisible to NASA users
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Basic Principles: Operation

• Integration of services across a wide variety of tools 
on behalf of diverse customers with different 
audiences and communications needs

• Technology infusion is essential to keep expanding 
NASA’s online reach

• Operate in accordance with NASA policy and federal 
law

• Continued high levels of performance: 40 minutes of 
downtime in seven years

• Performance and requirements matter; specific 
implementations to meet requirements and metrics 
are left to the vendor
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Performance Metrics

• For www.nasa.gov, 99.995 percent uptime
– For all system components (e.g., search, CMS, etc.) not just web-

page availability
– Measured weekly by third party (webmetrics.com)
– Failure will result in service credit to NASA on subsequent 

invoices
– Scheduled downtime will not be excluded from the calculation

• For other sites, 99.95 percent uptime
– Measured monthly by third party (webmetrics.com)
– Failure will result in service credit to NASA on subsequent 

invoices
– Scheduled downtime can be excluded from the calculation
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Performance Metrics (cont)

• Page load time: 7.5 seconds
– Applies to external pages and internal tools (CMS, etc.)
– Measured by third party (webmetrics.com)
– Failure to perform will result in service credit to NASA on 

subsequent invoices
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Current Feature Overview
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NASA on the Web

• www.nasa.gov is an award-winning, globally popular 
web site that continually sets new standards for how 
organizations use the Web to communicate directly 
with their audiences
– Yahoo Internet Life Award
– Webby Award (2003; 2009 nominee)
– Federal Web Council Best Practice Award
– Macromedia design awards
– AdobeMax design award

• Perpetually developing and improving
– User comments, blogs, content ratings, collaboration links, 

recommendations all added in the last 12 months.

• There is no steady state operation
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www.nasa.gov Customer Satisfaction
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What goes into www.nasa.gov?

• Automated elements produced by nearly a dozen 
pieces of software other than the content-
management system

• Collections edited directly by NASA staff
• Automated imports of new content
• External publishing via RSS
• We’ve moved beyond Dreamweaver
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CMS Opinio

Calendar

Baynote
RSS

Comments

Blogs
GovDelivery

Metadata

Google
Metrics
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Content and Navigation

• Content focuses on 
multimedia, news 
and mission 
coverage

• Topic-based 
navigation

• Audience navigation
• Provide users with 

multiple ways to get 
content

• Content-emphasis and information architecture validated with 
user testing
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Live Streaming

• Live streaming 
of NASA TV

• Multiple 
channels

• Multiple 
formats. 

• Closed-
captioned live 
streams
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On Demand Video Player

• Most recent videos
• Most watched
• Support majority video 

formats
• Auto detects browser 

plug-ins 
• Streams, downloads 

and progressive 
downloads

• Add videos to 
myNASA playlists
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Embedded Flash Player – YouTube Style
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State-of-the-art Image Gallery display

• Accordion  
navigation

• XML- (AJAX) 
based image 
gallery

• Slide-show, 
thumbnail or full-
screen display
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State-of-the-art Image Gallery display (Cont)
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Opinion Polls and Trivia Questions
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Tag Cloud

• Crowd wisdom/ranking real-time 
updates

• Administrators have the ability to 
moderate terms in the tag cloud if 
the need arises

• Term substitution
– NASA TV, NASA Television, Public NASA 

TV – Can all translate to NASA TV

• Multiple time frames: last day, last 
week, last month
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Recommendations

• Generated by Baynote Observer
• Helps users navigate to similar content based on 

others’ behavior
• Familiar Amazon-style model
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Social Bookmarking

• Users can share 
content through 
several social 
sites.

• Users can also 
bookmark articles 
to myNASA.
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RSS Feeds / Syndication / Inbound and 
Outbound

• Extensive 
use of RSS 
through out 
the site

• RSS feeds 
actively 
promoted on 
various 
channels like 
iTunes
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RSS Feeds

• Content Modules
– Display RSS feeds on a page
– Works with both internal and external RSS feeds
– Automatic update of RSS feeds can be used for blog postings as 

well as other RSS feed sources

• Automatic RSS Feed Generation
– CMS users can choose to send out updated RSS feeds each time 

a new article/page is added for a particular topical area
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Personalization

• Subscribe to feeds
• Create and 

manage 
bookmarked 
articles

• Create and 
manage video 
playlists

• Create and 
manage image 
galleries.  
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Podcasts – Audio and Video

• Very active Podcast community in NASA
• Podcast channels maintained in iTunes, Adobe and 

other popular sites
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User Commenting

• Users can comment on 
articles.

• Captcha authentication
• Comments are moderated
• Authors can choose to 

enable / disable 
commenting for any article.

• Auto moderation based on 
stop words

• Community building: users 
respond to one another
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User Ratings

• Users can rate any article
• Ratings are displayed on the screen for the users
• Modules available to display top rated content
• Administrative interface for editors/authors to go in an 

analyze the ratings.
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Send to a Friend

• Share content by e-
mail

• Word and/or audio 
verification 
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Discussion Forums –
www.nasa.gov/forums

• Threaded 
discussions

• Thread and post 
moderation

• Stop words and 
profanity checks
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Live Chat 

• Live chat for special 
events

• Multiple chat rooms
• Moderation
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Faceted Navigation

• Metadata based 
content filtering 

• Quick drill drown to 
specific content 

• Filtering based on 
metadata tags

• AJAX-based 
modules
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Faceted Navigation / Content Filter

• Find missions by 
type, category, 
timeline and other 
facets

• XML-based content 
filtering 

• AJAX-based 
interface
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Calendar

• Multi-dimensional 
calendar

• Support for 
multiple calendars

• Event entry/ 
approval workflow

• RSS feeds
• iCal downloads
• Daily, Weekly, 

Monthly, Yearly 
Views
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InsideNASA
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Blogs – blogs.nasa.gov

• Available to any 
NASA user

• Private or public
• WYSIWYG 

editor
• Categorization 

by topic and 
timeline

• RSS feeds of 
latest posts, 
comments
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Wiki – wiki.nasa.gov

• Content authoring 
using WYSIWYG 
editor or Wiki Text 

• Enterprise Class 
Wiki 

• Discussion on 
Wiki Pages

• Granular access 
control
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Tools
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CMS Page Creation Wizard

• Editors can drag drop 
page styles and add 
modules to the pages

• Editor can choose from 
various module types 
available as part of the 
portal design

• Wizard guides users 
through the creation of 
the page and all 
associated content assets

• Link to examples of live 
pages for users to verify 
page and module styles
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Automated and Scheduled 
Content Publishing

• Auto Publish
– CMS users can use Auto Publish workflows to automate routine tasks. 
– Auto Publish workflows will publish the feature article, add the article to the 

appropriate collections and also publish the necessary index pages
– Users can manage these Auto Publish Jobs/Paths

• Scheduled Publish
– Users can schedule an article to publish a certain time
– Users can also set up recurring publish jobs at designated times
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Automated Image Import

• Used by several teams in NASA today: image galleries for 
Shuttle, Cassini, Phoenix, Dryden and many others are 
built this way.

• Authors provide raw image, caption text and alt text. 
• Utility will crop all the images needed.
• Utility will create the page, make it part of a collection and 

also publish the index page out to production.
• Scheduled and on-demand imports
• Can consume RSS feeds as well
• Used for batch import as well as routine imports of 

images, e.g., migrating an entire gallery of images or 
import the image of the day
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Automated Content Import

• Used by several teams in NASA today: ISS Science 
updates, Science @ NASA articles

• Authors provide content in existing format or a 
predetermined format ( XML/ HTML/ MS Word Doc, MS 
Excel Doc/ Plain Text and others).

• Utility can create the document for the user, add to the 
appropriate collections as well as publish the pages.

• Scheduled and on-demand imports
• Can consume RSS feeds as well
• Used for bulk as well as routine imports of content
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Email2RSS – eMail to Web – Twitter style

• Authors can send in content updates via email. 
• Contents of e-mail are parsed and provided to users as 

RSS feeds or modules on HTML pages.
• Authors can send in content ranging from short status 

updates to an entire story.
• Used extensively for updates during shuttle missions
• Quickly publishes content to the Web
• Authors do not need to be users of the CMS.
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Baynote

Search: Crowd Wisdom / Social Search
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Google Custom SE
with Baynote Social Search

• Integration with Thesaurus and NASA Dictionary to provide 
Suggested Terms and Related Terms.

• Crowd ranking “used by 1,000 visitors” calculated real time
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Search – Image Search

• Custom Image Search, goes beyond standard 
image search features offered by Public Google

• Use Google SE as the base engine for search
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GovDelivery based Email Subscription 
Management
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Metrics – The Content Viewpoint – Urchin 
Google Analytics
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Metrics – Performance and Scalability 
Viewpoint
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Metrics – The Social/ Crowd Wisdom 
Viewpoint/ Insights
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Metrics – The Search Viewpoint using 
Google Webmaster Tools

66



Community Adoption

• In addition to the web site itself, the vendor will be 
facilitating the expansion of NASA content onto 
social sites and its use by third parties
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iTunes NASA Channel
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NASA Channel on You Tube
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Google Gadgets
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Yahoo Widgets
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Apple Dashboard Widgets
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Firefox Add-ons and Themes
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Summary

• NASA will expect the WEST vendor to:
– Integrate a wide variety of tools and services into a single 

environment
– Keep NASA up-to-date technologically
– Help NASA expand the reach of its content beyond the nasa.gov 

Web space
– Manage infrastructure, services, subcontractors and partners on 

behalf of NASA
– Grow infrastructure as needed to meet performance metrics
– Meet performance metrics and ensure subcontractors and 

partners meet performance metrics
– Work within a firm, fixed-price environment
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Statistics
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2003-2008

• 10 billion Web pages viewed
• 954 million user sessions

– RSS-based sessions have grown to 40 percent of total
• 4.5 billion megabytes (MB) of data transferred
• 30 million streams of NASA TV

– 438,000 simultaneous streams for Return to Flight
– Regularly > 100,000 for major events

• 135 million video clips
• 2 million audio clips
• Continuously increasing customer satisfaction
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Web Infrastructure Storage
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Bandwidth Consumption
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Feb. 1, 2003
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Deep Impact – 24 hours

• 80 million web pages viewed
• 118,000 simultaneous streams of NASA TV at impact
• 25 TB of data transferred

– 30 x daily rate of Terra (Earth-observing satellite)
– 1,200 x daily rate of Hubble Space Telescope

• Traffic was so intense the caching servers were overloading 
the origin servers looking for updates

– Updated content would seem to appear, then disappear on subsequent 
visits because it could not propagate across the network quickly enough

• Vendors deployed intermediate server layer in real-time (45 
minutes)

– Two additional origin servers
– Additional caching layer of 20+ servers

80



www.nasa.gov User Sessions
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Peak vs. Baseline Bandwidth
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Hits to search.nasa.gov, Aug. 2007
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NASA TV Streams
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Peak Streaming Connections
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Yahoo Space Act Agreement

• Yahoo! streams live NASA TV under a Space Act 
Agreement with NASA
– No exchange of funds
– Yahoo receives acknowledgement and logo placement on NASA 

TV main page
– Ends the earlier of the last shuttle flight (currently June 2010) or 

October 2011
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www.nasa.gov Content Growth
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Content Publishing

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

8,000

9,000

Ja
n-07

Feb
-07

Mar
-07

Apr
-07

May
-07

Ju
n-07

Ju
l-0

7

Aug
-07

Sep
-07

Oct-
07

Nov
-07

Dec
-07

Ja
n-08

Feb
-08

Mar
-08

Apr
-08

May
-08

Ju
n-08

Ju
l-0

8

Aug
-08

Sep
-08

Oct-
08

Nov
-08

Dec
-08

A
ss

et
s 

&
 P

ub
lic

at
io

ns

0

10

20

30

40

50

60

70

80

90

100

N
o.

 o
f P

ub
lis

he
rs

Discrete Assets Published

Total Publications

Publishers

88



Search: Queries & Satisfaction

71

72

73

74

75

76

77

78

20
05

20
06

20
07

20
08

Sa
tis

fa
ct

io
n 

R
at

in
g

0.0

5.0

10.0

15.0

20.0

25.0

30.0

Q
ue

rie
s 

pe
r 1

00
 u

se
r s

es
si

on
s

Search Element
Satisfaction
Navigation Element
Satisfaction
Queries

`

89



Sessions: blogs.nasa.gov
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Total Data Transferred
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Total Hits to Infrastructure
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Annual User Sessions: InsideNASA
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Data Transferred: InsideNASA
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Conclusion

• Vendors are welcome to submit comments and 
questions via the process outlined earlier.

• We look forward to hearing from you
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