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7P1.  Network Security:  NASA’s Chief Information Officer (CIO) cannot consistently secure NASA's network perimeter.


7P1.1 - NASA cannot prove it meets Federal information technology (IT) security mandates.


7P1.2 - NASA does not have a well-defined, standardized network perimeter.


7P1.3 - NASA must respond to the OMB mandate to establish Trusted Internet Connections (TIC).


7P2.  Fiscal Accountability:  NASA CIO cannot account for the effectiveness of its network infrastructure assets.


7P2.1 - NASA does not have the information needed to effectively manage its IT budget.


8P3.  Network Service:  NASA CIO cannot provide efficient and effective communications services to support cross-Agency collaboration.


8P3.1 - Distributed management of Center/Project firewalls impedes cross-Center collaboration.


8P3.2 - NASA does not have a standardized network infrastructure that supports Agency IT initiatives.


8P3.3 - NASA cannot provide consistent and secure communications between its internal networks and external networks such as the Internet and business partner networks.




Definitions
	NASA Network: Any network for which NASA has the final authority and responsibility for control at Open Standards Interconnect (OSI) Layer 3.  In order to have control of a network, NASA must have the ability to affect change with regards to configuration, hardware, software, etc. on OSI Layer 3 functional areas (security, routing, operations, administration, management, and performance) throughout the entire contiguous network.  In addition, NASA must have access to its network devices for emergency response and auditing.

	

	NASA Network Perimeter:  The outer limit of all of NASA’s networks. This boundary consists of the set of all external interfaces (network interfaces between NASA networks and external (non-NASA) networks).

	

	Network Interface:  A location where networks interact. Interactions can be mechanical, electrical, or via protocols. An interface can be as simple as a port on an OSI Layer 3 device, or as complex as a group of OSI Layer 3 devices.

	

	OSI Layer 3 Device: A component of the NASA Network Perimeter that acts at OSI Layer 3 to affect security, routing, operations, administration, management, and performance across the perimeter.  Refer to the Organization for International Standards or Newton’s Telecom Dictionary for additional information on the Open Standards Interconnection reference model.

	

	Standard:  A specification that is established or accepted as a criterion by NASA, and which must be met by all network interfaces that are within scope of the standard. 

	


Introduction
Over the past few years, NASA has seen an increase in the reliance on data that resides outside of the Center and facility local area networks (LANs).  Drivers behind the change include advancements in technology, focus by the agency on collaboration across centers, changes in Federal government policies, and the resultant need for centralization of key information technology (IT) services.  The change in data flows has brought to light shortcomings of NASA’s network infrastructure, including the fact that each center has developed its own methodology and infrastructure for networking.  These problems include the challenges of providing effective end-to-end communications across NASA’s networks as well as securing communications between NASA facilities and between NASA and its partners.  

As a step in addressing these current network infrastructure shortcomings, the Information Technology Infrastructure Integration Program (I3P) will establish projects to tackle specific areas of concern.  Several previous projects have attempted to address these issues.  While some enjoyed technical success, none have yet been able to sustain a NASA enterprise user base.  One reason for this shortcoming is that key network personnel were not fully engaged in the design and implementation of the projects. These new projects established by the I3P will involve the network administrators of all NASA Center LANs and administrators of NASA’s wide area networks (WANs).  At a strategic level, the center CIOs have agreed to commit the resources necessary to ensure that these projects succeed. This commitment involves the cooperation of Center staff in providing network information, and it involves funding the changes necessary to transition the Center LANs to interconnect with the new network architecture.

To further aid in the success of these projects, the project teams will provide a clear scope by identifying requirements that map to problem statements and their relevant objectives.  In addition, the project’s risks will be identified, documented, and addressed throughout the project’s life cycle.  This document is first of the series of documents that define the scope of the network communications architecture and it enumerates the problems that will be addressed by a series of future networks projects.

Problem Statement Detail

P1.  Network Security:  NASA’s Chief Information Officer (CIO) cannot consistently secure NASA's network perimeter.

P1.1 - NASA cannot prove it meets Federal information technology (IT) security mandates.

· Rationale:

· Per OMB Circular A-130, The NASA CIO is responsible for assuring that proper technical controls are implemented for agency-wide IT resources.  Currently, there is no single view of all internal and external interconnections.  As a result, the CIO cannot evaluate the effectiveness of its IT controls nor can the CIO prove conformance to Federal IT security directives.

· The NASA CIO does not have an effective way to evaluate the success or failure of NASA’s network security policies.

P1.2 - NASA does not have a well-defined, standardized network perimeter.
· Rationale:

· Without a well-defined perimeter, NASA cannot be sure if there are unauthorized connections to NASA internal networks.

· Without a well-defined perimeter, NASA does not know where to deploy security controls.

· Without a well-defined perimeter, NASA cannot verify and validate the effectiveness of the system security controls.

P1.3 - NASA must respond to the OMB mandate to establish Trusted Internet Connections (TIC).
· Rationale:  

· NASA must utilize Federally approved external connection providers.
· NASA must minimize the number of its external network connections.

P2.  Fiscal Accountability:  NASA CIO cannot account for the effectiveness of its network infrastructure assets.

P2.1 - NASA does not have the information needed to effectively manage its IT budget.

· Rationale:

· NASA does not have information about its entire network infrastructure that would allow it to make informed decisions as to how to invest most effectively.

· NASA does not have the means to report on the fiscal effectiveness and efficiency of its IT assets.  IT budget line items may be buried in multiple budget levels, reducing the visibility of these elements.
· Maintenance expiration and end-of-life equipment cycles across the Agency are not known or centrally managed, making refresh decisions less effective and urgent funding needs become emergencies (problem areas un-managed and unknown until a crisis is identified).
· Inconsistent network architectures throughout NASA increases the cost of system maintenance.
P3.  Network Service:  NASA CIO cannot provide efficient and effective communications services to support cross-Agency collaboration.
P3.1 - Distributed management of Center/Project firewalls impedes cross-Center collaboration.
· Rationale:  

· Because each NASA Center implements its own policies and security practices, Centers do not trust one another.  As a result, establishing inter-Center communications is difficult and sometimes impossible.

· Projects attempting to establish cross-Center communications experience long lead time to service.

· CIO IT customers experience frustration trying to identify and manage cross-Agency access processes.

· Inconsistent network architectures throughout NASA increases service delivery time.
P3.2 - NASA does not have a standardized network infrastructure that supports Agency IT initiatives.
· Rationale: 

· Non-standard infrastructure and management environments cause Agency projects to develop multiple configurations and deployment strategies.
· Agency-wide mobility cannot be achieved efficiently and effectively without standardization at each service location.
P3.3 - NASA cannot provide consistent and secure communications between its internal networks and external networks such as the Internet and business partner networks.

· Rationale:
· The lack of consistency in the way each Center manages data flows between internal and external networks increases risk of insufficient security.
· The lack of consistency in the way each Center delivers extranet services and the absence of centralized management increases time to service for NASA developing missions.

· NASA cannot control network behavior during emergency events such as security incidences.

· NASA cannot effectively identify trouble points across its entire network infrastructure.
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